
PHYSICAL REVIEW FLUIDS 5, 044308 (2020)

Turbulence modulation in particle-laden stationary homogeneous isotropic
turbulence using one-dimensional turbulence

Marco Fistler*

Chalmers University of Technology, Gothenburg 41296, Sweden

Alan Kerstein
Consultant, 72 Lomitas Road, Danville, California 94526, USA

David O. Lignell
Brigham Young University, Provo, Utah 84602, USA

Michael Oevermann
Brandenburgische Technische Universität Cottbus-Senftenberg 01968, Germany

and Chalmers University of Technology, Gothenburg 41296, Sweden

(Received 4 October 2019; accepted 26 March 2020; published 28 April 2020)

Turbulence modulation in particle-laden stationary homogeneous isotropic turbulence is
investigated using one-dimensional turbulence (ODT), a low-dimensional stochastic flow
simulation model. For this purpose, ODT is extended in two ways. First, a forcing scheme
that maintains statistical stationarity is introduced. Unlike direct numerical simulation
(DNS) of forced turbulence, the ODT framework accommodates forcing that is not directly
coupled to the momentum equation. For given forcing the ODT energy dissipation rate
is therefore the same in particle-laden cases as in the corresponding single-phase refer-
ence case. Second, previously implemented one-way-coupled particle phenomenology is
extended to two-way coupling using the general ODT methodology for flow modulation
through interaction with any specified energy and momentum sources and sinks. As in
a DNS comparison case for Reλ = 70, turbulence modulation is diagnosed primarily on
the basis of the fluid-phase kinetic-energy spectrum. Because ODT involves subprocesses
with straightforward physical interpretations, the ODT mechanisms of particle-induced
turbulence modulation are clearly identified and they are plausibly relevant to particle-
laden Navier-Stokes turbulence. ODT results for the ratio of particle-phase and fluid-phase
kinetic energies as a function of particle Stokes number and mass loading are reported for
the purpose of testing these predictions in the future when these quantities are evaluated
experimentally or using DNS.
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I. INTRODUCTION

The interaction between particles or droplets and a turbulent flow are ubiquitous in nature and
in industrial applications. The effect of the particle phase on the carrier phase turbulence is of
longstanding interest and well known under the topic of turbulence modulation by particles. It is of
main interest to understand its physical mechanisms and to develop a reliable subgrid-scale (SGS)
model for large-eddy simulations (LESs).

Early investigations by Squires and Eaton [1] and followed by Boivin et al. [2], of particle-laden
homogeneous isotropic turbulence (HIT) using direct numerical simulation (DNS), have shown
an overall attenuation of the turbulent kinetic energy (TKE) and of the energy dissipation rate,
both induced by the momentum exchange with the particle phase. Several groups extended the
investigation to a variety of different flow conditions [3–5] and saw that the dispersed phase can also
cause an augmentation of the TKE and energy dissipation rate. The important parameters controlling
augmentation or attenuation of TKE are the ratio St = τp/τη of the particle response time τp and
the Kolmogorov time scale τη, where St denotes the Stokes number, and the particle Reynolds
number Rep, among others. This is given as Rep = dp|up − u f |/ν, where dp is the particle diameter,
|up − u f | the relative velocity between fluid and particle phase, and the kinematic viscosity ν of
the fluid phase. This study will focus on stationary, forced HIT as a simplified representation of
SGS processes in LES, which will be elaborated in future developments. Here, Rep is low and
according to [2,6] this should result overall in an attenuation of TKE, but referring to a recent study
of Mallouppas et al. [7] this reasoning is not conclusive as they see an overall augmentation of TKE
in the same flow configuration. This shows how sensitive turbulence modulation is towards not just
physical parameters but also numerical frameworks.

The current capabilities of DNS are limited to low or moderate flow Reynolds numbers. Tanaka
and Teramoto [8] reached a Taylor-scale Reynolds number Reλ = 16 for finite-size particles using
an immersed-boundary method [9] to resolve the particle surface. Gualtieri et al. [4] were able to
reach up to Reλ = 100 using the point-source particle method, but a full grid study was only made
for Reλ = 50. The benefits and drawbacks of both methods, point-particle and fully resolved ones,
are discussed in detail by Eaton [10] and Kuerten [11], but to reach higher Reynolds numbers and a
high particle loading the point-source particle method is inevitable.

Boivin et al. [12] developed a subgrid-scale (SGS) model for large eddy simulations (LES) based
on their study [2] of forced, stationary HIT and could show that the model was able to capture the
complex spectral behavior with high-Stokes number particles. Xu et al. [13] compared the two
models of Simonin [14] and Ahmadi et al. [15] using DNS data of Sundaram and Collins [16]
from particle-laden decaying homogeneous turbulence and of Ahmed and Elghobashi [17] from
homogeneous particle-laden shear flow. Both SGS models predict a faster decay rate of fluctuating
energy than found in DNS because only the particle response time defines their interphase TKE
transfer. Xu et al. [13] therefore suggest a new model with a multiscale interaction time scale of
interphase TKE transfer and thereby obtain a correct prediction of TKE dependence on Stokes
number. Validations were limited to DNS data within the range Reλ = 30–80 on a maximum
grid size of 128 × 128 × 128. Due to the high sensitivity to parameter tuning, the complex
implementation, and the limited validation range against DNS data, the mentioned SGS models
capturing turbulence modulation are currently neglected in LES despite their known relevance [18].
Hence, more detailed simulations are required to construct a reliable SGS model for LES.

DNS studies on stationary, forced HIT show a modification of the initial target dissipation value
of TKE upon adding the particle phase to a single-phase test case. The reason for this is the direct
coupling of the forcing scheme to maintain statistical stationarity with the momentum equation,
where it is directly interacting with the sink term for the particle phase (Eswaran and Pope [19]).
Additionally, Horwitz and Mani [20] and Sundaram and Collins [21] showed additional viscous
dissipation in the balance of fluid and particle energetics due to the point-particle model. Both
aspects of the DNS framework have significant influence on the resulting TKE level.
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In this study an alternative approach, one-dimensional turbulence (ODT), is used to simulate
particle-laden stationary HIT. ODT is a stochastic approach resolving the full range of length and
time scales on a one-dimensional (1D) domain and is therefore a cost-efficient method to reach
higher ranges of Reynolds numbers than DNS. After its first introduction [22] and extension [23],
comparisons to DNS studies and experimental results for many geometrically simple flows, such as
boundary layers and jets with large mean property gradients in one direction, have shown that ODT
has useful predictive capabilities for such flows. In a related multiphase application Movaghar et al.
[24,25] showed the ability of ODT to model primary breakup in a turbulent jet application. Schmidt
et al. [26] and Sun et al. [27,28] extended the ODT model to predict fluid-particle interactions.
Fistler et al. [29] introduced a new formulation of those interactions that is explained in detail here.
The two latter studies showed that ODT was able to capture two-way coupling effects. Due to its
cost effectiveness ODT is a promising tool to investigate turbulence modulation for a large range of
parameter space.

This paper evaluates the capability of particle-laden ODT to capture turbulence modulation in
particle-laden stationary HIT, a flow for which DNS results that are particularly suitable for model
validation are available. The numerical methods used to capture the fluid phase, including the
forcing scheme to achieve stationarity of the TKE level, are described in detail in Sec. II. In Sec. III,
the governing equations of the particle phase and the modeling of its interaction with the fluid phase
are discussed. In Sec. IV, results are compared with existing DNS results, and predictions for which
there are not yet any comparison data are presented. Finally, in Sec. V, the results are summarized
and discussed.

II. FLUID PHASE

This section describes the concept of the general ODT model and the forcing scheme. The main
focus here is to provide enough details about ODT to introduce a modified version of the two-way
coupling mechanism (Sec. II C) and a novel approach to large-scale forcing (Sec. II D).

A. Model formulation and evolution processes

ODT is a stochastic model to simulate turbulent flows on a one-dimensional domain that is
oriented in the direction of the largest mean velocity gradients. In the present case of HIT the
domain orientation is not important as no dominant direction exists. The ODT line domain can be
interpreted as a line of sight through a 3D flow field, although importantly, the ODT formulation
used here evolves as a closed system rather than as open system with inflows and outflows.

The basic ODT implementation used in this study was described in detail in Ref. [30]. In the
following we will give a brief summary of the fundamental ideas and constructs of ODT. ODT
is a numerical method to simulate realizations of turbulent flows. In ODT, time advancement
consists of viscous transport to implement the dissipation of turbulent kinetic energy (TKE) and
a stochastic model to mimic turbulence effects on the velocity profile along a one-dimensional line
for the full range in time and space of the turbulent cascade. The latter consists of so-called eddy
events in which the fluid property profile is rearranged by implementing triplet maps, defined below,
in a manner consistent with turbulence scaling laws, followed by momentum changes within the
individual fluid parcels comprising the eddy. The latter step represents pressure-fluctuation effects.
Time advancement of viscous transport is paused at the times of occurrence of eddy events to allow
eddy implementation, which is instantaneous, before viscous advancement resumes.

For the present application, a TKE forcing scheme termed a kernel event is used to achieve
statistical stationarity. It implements only the second part of an eddy event. The length within the
domain over which each of these events is applied is fixed, but the location is sampled uniformly
within the domain and occurrence times are sampled with a fixed occurrence frequency. This is
described in detail in Sec. II D.
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B. Viscous advancement

The governing equations for mass and momentum are based on the Reynolds transport theorem
in incompressible form and result in the continuity and momentum transport equations, respectively.
Because the mean velocity is zero in HIT, all advection is deemed to be turbulent and therefore is
represented by the eddy events, so the advancement equations below do not include advective terms.
In discrete form for individual control volumes with volume Vc and with quantities stored at the cell
centers, the continuity and momentum equations are given as

d

dt
(ρVc) = 0 (1)

and

dui

dt
= − 1

ρVc
(τi,e − τi,w − Sp,i ). (2)

Here, ui is the ith fluid velocity component and ρ is the fluid density, which is henceforth assumed to
be constant. The reason for neglecting the pressure term here is discussed in detail in Kerstein et al.
[23]. To preserve the dimensionality of mass and momentum on the one-dimensional domain the cell
volume is defined as the product of a cell cross-section area Ac and the cell length �y on the ODT
line. This determination can be arbitrary, but will be important when treating extensive quantities,
e.g., finite particle numbers. τi is the ith viscous stress component evaluated on the east or west cell
face and subscripted with e or w, respectively. (The kinematic viscosity ν is thus introduced into the
model.) Sp,i represents the momentum exchange between particle and fluid phases that accounts for
two-way coupling.

C. Eddy events

In ODT simulations, turbulence, which can be seen as a three-dimensional vortex stretching
process [31], is modeled through eddy events. These involve a map applied to the flow property
profiles within a sampled eddy region, which is defined by a location y0 and an eddy size l that
specify the eddy range [y0, y0 + l]. This model consists of two key components, the mapping
method, which is called a triplet map, and a model to define the rate, locations, and sizes of eddy
events [22]. The triplet map function compresses the original profile by a factor of three over the
eddy region and three copies are filled in. To ensure continuity of the profile the second copy in
the middle is spatially inverted (see Fig. 1). This process is represented mathematically as a fluid at
location f (y) being mapped to location y, where f (y) is given as

f (y) = y0 +

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

3(y − y0) if y0 � y � y0 + 1
3 l

2l − 3(y − y0) if y0 + 1
3 l � y � y0 + 2

3 l

3(y − y0) − 2l if y0 + 2
3 l � y � y0 + l

y − y0 otherwise.

(3)

The triplet map function conserves all quantities, increases scalar gradients and decreases length
scales, which reflects the behavior of notional turbulent eddies [27].

An essential feature of turbulence is the phenomenon of return to isotropy, which requires on
the ODT modeling side a redistribution of TKE among the velocity components. Additionally,
momentum and energy exchange between phases (as in the present application) and between kinetic
and gravitational potential energy (as in buoyant stratified flow applications) has to be ensured. This
is achieved by introducing a kernel transformation that follows the mapping operation. The complete
eddy event is denoted symbolically as

ui(y) → uTM
i (y) + ciK (y) + biJ (y), (4)
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FIG. 1. Illustration of eddy events applied to a linear velocity profile, where the events involve three
different choices of kernel coefficients. (− −) original profile of a given velocity component ui, (−−, blue)
profile after eddy event without kernel (ci = 0, bi = 0), (−−, green) profile after (a) eddy event with kernel
coefficient ci �= 0, bi = 0 and (−−, red) profile after (b) eddy event with kernel coefficient bi �= 0, ci = 0.

where ui is the velocity in the ith direction before and uTM
i is the velocity after the mapping process.

The kernel K (y) is defined as the fluid displacement profile y − f (y) that is induced by the triplet
map and integrates to zero over the eddy region, so, for constant density, it does not induce an overall
momentum change. J (y) is the absolute value of K (y) and so it does not integrate to zero over the
eddy region. Thus, it forces momentum change of the profiles if its coefficient bi is nonzero. ci scales
the amplitude of K (y). The effect of kernels is illustrated in Fig. 1, indicating that the eddy-integrated
momentum is modified by the J kernel but not by the K kernel.

Momentum conservation requires that

ρ

∫
Ve

(
uTM

i + ciK + biJ
)
dV = ρ

∫
Ve

uidV − Si. (5)

Ve is the volume of the eddy region on the ODT line. Si represents the sum of component-i
interphase momentum penalties over the particles within the eddy volume. The evaluation of Si

is explained in Sec. III D. The triplet map conserves momentum, so ρ
∫

Ve
uidV = ρ

∫
Ve

uTM
i dV , and

044308-5



FISTLER, KERSTEIN, LIGNELL, AND OEVERMANN

with ρ
∫

Ve
ciKdV = 0, Eq. (5) can be solved for bi as

bi = −Si

ρ
∫

Ve
JdV

≡ Mi. (6)

Similarly, the energy balance is used to evaluate ci. The map-induced change of the domain-
integrated kinetic energy of velocity component i is

�Ei = ρ

2

∫
Ve

(
uTM

i + ciK + biJ
)2

dV − ρ

2

∫
Ve

u2
i dV, (7)

where �Ei includes any sink and source terms, which in this study are the energy transfers SE ,i from
the particle phase. Due to energy conservation during triplet mapping,

∫
Ve

u2
i dV = ∫

Ve
(uTM

i )2dV and
it follows that

�Ei = ρ

2

∫
Ve

(
2ciu

TM
i K + 2biu

TM
i J + 2cibiKJ + c2

i K2 + b2
i J2

)
dV. (8)

Reordering in powers of ci and inserting Eq. (6) for bi yields

�Ei = c2
i

ρ

2

∫
Ve

K2dV︸ ︷︷ ︸
S

+ci ρ

(∫
Ve

uTM
i KdV + Mi

∫
Ve

KJdV

)
︸ ︷︷ ︸

Pi

+ Miρ

(∫
Ve

uTM
i JdV + Mi

2

∫
Ve

J2dV

)
︸ ︷︷ ︸

Ti

. (9)

For clarity, Eq. (9) is expressed in a shorter form as

�Ei = c2
i S + ciPi + Ti. (10)

The solution for ci is

ci = 1

2 · S

(
−Pi + sign(Pi )

√
P2

i − 4S(Ti − �Ei )

)
. (11)

The choice of solution branch is explained in Ref. [23]. �Ei specifies the redistribution of the
component energies. For this redistribution, it is useful to evaluate the maximal energy Qi that is
available to subtract. This is determined by maximizing the right-hand side of Eq. (10) with respect
to ci, giving

−�Ei|max = Qi = P2
i

4S
− Ti. (12)

Given the maximal available energy change, Qi, the energy change for a given component is
computed as

�Ei = α

[
Qj

2
+ Qk

2
− Qi

]
− SE ,i. (13)

SE ,i represents the sum of interphase energy penalties. α is an additional model parameter with its
allowed range 0 � α � 1. It determines the extent of the redistribution of energy among the velocity
components. α is chosen to be 2/3 in accordance with a previously explained physical interpretation
[23].

As a next step, it is important to define the eddy event rate λe, which is parametrized by the eddy
origin y0 and length l , and depends on the current flow state within that interval. This rate is modeled
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by using dimensional arguments, giving

λe(y0, l ) = 1

τe(y0, l )l2
, (14)

where τe is an event-specific time scale. To determine the eddy timescale τe we use the available
kinetic energy in the sampled size-l region. Based on the scaling assumption for kinetic energy
Ekin ∼ 1

2 mv2 ∼ 1
2ρVe

l2

τ 2
e

, the eddy time scale is modeled as

1

τe
= C

√
2

ρVel2
(Ekin − ZEvp), (15)

where Ekin = KK
Vel2

∑
i Qi, Ve is the volume of the sampled eddy region, and KK = ∫

Ve
K2dV . The

viscous penalty energy is given as Evp = Ve
2l2

μ2

ρ
and ρ and μ are eddy volume averages of density

and dynamic viscosity, respectively. In this study, they will be constant. C is an adjustable eddy rate
parameter and scales the overall eddy event frequency. Z is the viscous penalty parameter, which
suppresses nonphysical small eddies.

The integral of λe over y0 and l defines the rate 	e of all eddies. Then the instantaneous joint
probability density function (PDF) of eddy size and location is given as

P(y0, l ) = λe(y0, l )∫∫
λe(y0, l )dy0 dl

= λe(y0, l )

	e
. (16)

We assume that the occurrence of eddies follows a Poisson process in time with a mean rate
	e, i.e., P(�t ) = 	e exp(−	e�t ). Here, P denotes the PDF of the time between successive
occurrences. Technically this is solved by oversampling, i.e., generation of candidate eddies at
a much higher rate than specified by the model, and thinning of the Poisson process with an
acceptance-rejection method. For details we refer to Ref. [30].

D. Kernel events

The strategy for simulating stationary forced homogeneous isotropic turbulence is to keep the
TKE constant in the system by performing an average of one external injection of TKE �T KE
per time interval 1/λke. λke is the mean occurrence rate of the TKE injection. Each injection,
termed a kernel event, implements a kernel function like that used during eddy events describe
above specifying so as to supply the needed TKE increment �T KE , which is determined below.
Based on a fixed domain length D and a fixed length l of the kernel event, chosen to match the
integral length scale, the time interval 1/λke is specified as

1

λke
= l

D
T11, (17)

where T11 is the large-eddy turnover time defined below in Eq. (33). This assures that a given
location experiences TKE injection once on average per large-eddy turnover time, consistent with
the phenomenology of large-scale forcing. This phenomenology is governed by the dimensional
expression for the production rate P,

P = Cke
l2

T 3
11

. (18)

The production rate value P, the length l , and time scale T11 of the forcing are required as inputs
akin to the DNS forcing schemes of Eswaran and Pope [19] and Mallouppas et al. [7]. Thus, Cke is
uniquely defined. Using Eqs. (17) and (18) the interval can be written as

1

λke
= l5/3

DP1/3
C1/3

ke . (19)
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The TKE increment �T KE that is required so that the average rate of energy injection at any given
location matches the energy production rate P is then

�T KE = PρDAc

λke
, (20)

where Ac is the cross-sectional area of each mesh cell as described before. Inserting Eq. (19) in
Eq. (20) it follows that

�T KE = ρl5/3P2/3C4/3
ke Ac. (21)

Application of the kernel K (y) within the event interval l can change the TKE in that interval
by any desired amount without changing the total momentum in that interval, so this procedure is
suitable for implementing the external TKE injection. Accordingly, the TKE injected by a kernel
applied to the ith velocity component within the kernel-event volume Vk is specified as

�T KEi = 1

3
�T KE = ρ

2

∫
Vk

{
[ui + diK (y)]2 − u2

i

}
dV, (22)

thus isotropically partitioning the injected energy among the three velocity components. The
component-i kernel coefficient di must be assigned so as to inject the specified TKE increment.
The term

∫
Vk

K (y)2dV is analytically evaluated as 4
27 l3Ac [32]. Solving Eq. (22) for di gives

di = 27

4l3Ac

[
− ui,k +

√
u2

i,k − 8

27ρ
l3Ac�T KE

]
, (23)

where ui,K = ρ
∫

Vk
uiKdV .

The occurrence times of kernel events are samples from a Poisson process. Therefore, as in
Sec. II C the sampled time intervals �tke between randomly occurring, independent events with a
mean rate of occurrence λke are exponentially distributed. Due to the characteristics of forced HIT
the energy production rate P and dissipation rate ε are equal over time and in the following only
mentioned as energy dissipation rate ε.

III. PARTICLE PHASE

The particle phase treatment described in the following is an extension of previously discussed
and verified models by Schmidt et al. [26] and Sun et al. [27,28].

A. Drag law

Particles are assumed to be spherical (Clift et al. [33]) and reasonably modeled in a Lagrangian
way following Newton’s second law of motion [34]. The main assumption for the point-source
approximation is that the particle size is small relative to the Kolmogorov length scale of the fluid
phase. For low particle Reynolds number and high density ratios between the fluid and the particle
phase, the governing equations for each individual particle, here omitting gravity and adopting the
point-particle approximation, are:

dvp,i

dt
= −vp,i − v f ,i

τp
f ,

dxp,i

dt
= vp,i. (24)

The subscripts p and f represent the particle and the fluid phase, respectively, and the convention
is adopted that the coordinate i = 2 is aligned with the ODT coordinate direction y. Here, v f ,i

represents the undisturbed fluid velocity. xp,2 is the particle spatial coordinate on the ODT line and
v is used instead of u to denote velocities because the velocities used to advance these equations
are not necessarily the same as the ODT fluid-phase velocities ui. The velocities v are accordingly
termed eddy velocities. Where the component index i is omitted, the component i = 2 aligned with
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the ODT domain is implied, hence yp is shorthand for xp,2. ODT does not implement particle
displacements in directions i �= 2 because ODT captures only the domain-aligned displacements,
which is sufficient for modeling representative behavior in isotropic turbulence. Nevertheless, there
is an intermediate step in the advancement process that requires evaluation of particle displacements
xp,i in all coordinate directions i.

The response time, τp = (ρp/ρ f )(d2
p/18ν) based on Stokes flow, is expressed here in terms

of the diameter dp, the particle-to-fluid density ratio ρp/ρ f , and the fluid kinematic viscosity ν.
(Where convenient, the dynamic viscosity μ = ρ f ν is introduced.) An empirical correction factor
f is specified as

f = 1 + 0.15Re0.687
p (25)

based on studies of Schiller and Naumann [35] for nonslip Reynolds numbers Rep smaller than 800
to capture the standard drag curve [33]. This correction is used in the DNS comparison cases, so its
use here maintains consistency of the ODT formulation with the DNS cases. Here, Rep is evaluated
with the interacting gas velocities, which differ for particle time advancement and particle-eddy
interaction, as explained in what follows. The drag law [Eq. (24)] is solved by a first-order Euler
method. Rep statistics that are presented in Sec. IV C for representative cases verify that Rep is well
within the range of validity of the correction.

B. Particle time advancement

Much as the fluid-phase treatment consists of time advancement of viscous transport punctuated
by eddy events, the particle treatment consists of time advancement of the drag law, Eq. (24),
punctuated by interaction of particles with the fluid phase during the eddy events, which involves
a different application of the drag law, as described in Sec. III C. Particle advancement concurrent
with viscous transport is described first.

One might suppose that the velocity components v f ,i in Eq. (24) can be set equal to the ODT fluid
velocities ui, but this is not the case because the advection of fluid elements occurs only by triplet
mapping. One implication for particles is that, in the zero-inertia limit of vanishing τp, particles
cannot deviate from the trajectory of the fluid elements that contain them. During viscous transport,
fluid elements are motionless in the ODT domain direction. Then zero-inertia particles must likewise
be motionless. The only value of v f ,2 in Eq. (24) that is consistent with this requirement is zero.
Considering the case of vanishing τp in Eq. (24), vp,2 is forced to the value of v f ,2 and hence to
zero. These results imply that there is no i = 2 contribution to the computation of Rep for the time
advancement. In the other coordinate directions i �= 2, v f ,i has no bearing on the displacement of
particles relative to fluid parcels, so v f ,i is taken to be ui for those components, where ui is subject
to viscous-transport advancement concurrently with particle time advancement.

Another limiting case that must be treated consistently is the infinite-inertia ballistic limit.
Equation (24) gives constant-velocity motion in this limit for any time history of the fluid velocity
components, so the treatment of this limiting case is trivially correct. In contrast, the formulation of
the particle-eddy interaction requires some care in order to enforce the correct behavior in this limit,
as described in Sec. III C.

As particle momentum changes during the integration of Eq. (24), overall momentum conserva-
tion is maintained by distributing an equal and opposite momentum change uniformly to the fluid
within the mesh cell that contains it, thus implementing one of the particle-fluid two-way coupling
mechanisms in the model. (The other is described in Sec. III D.) This feedback to the fluid phase
during particle time advancement is indicated by the particle contribution Sp,i in Eq. (2), which is
evaluated as

Sp,i =
∑
Nc

mp(vp,i − v f ,i )
f

τp
, (26)
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where Nc is the number of particles in the mesh cell (but particle and mesh cell indices are omitted
in the summand for clarity).

This treatment of two-way coupling is standard in DNS with point particles, and in that context
is known to dissipate total kinetic energy, which is unphysical because only the fluid phase can
dissipate kinetic energy [20]. This is intended as a compensation due to the fact that not all true
fluid dissipation is resolved on the grid. In any case, the key behavior of this formulation with
regard to its role in the outcomes described in Sec. IV C is the net loss of particle kinetic energy.
This is largely due to the condition v f ,2 = 0, which assures that drag-induced momentum change
reduces the i = 2 component of particle kinetic energy. Because mean particle kinetic energy, like
any global quantity, must be constant in the quasisteady state, there must be a commensurate source
of particle kinetic energy. This source is the particle-eddy interaction that is described next.

C. Particle-eddy interaction

Due to the instantaneous character of eddy events it is necessary to model the interaction between
a particle and an eddy event, which we refer in the following to as particle-eddy interaction (PEI).
Here, it is important to have in mind the distinction between physical vortex/eddy structures and
eddy events in ODT. Schmidt et al. [26] developed the so-called instantaneous particle-eddy model
(noted as type-I), which governs the domain-aligned displacement of particles due to an eddy event.
This PEI model is used to capture particle-eddy interaction for each particle that is located in the
sampled eddy region. The main model assumption is that the eddy lifetime equals the eddy time
scale τe [Eq. (15)] times a coefficient βp that is a model parameter. The PEI can persist no longer
than the eddy lifetime but can be shorter in duration if the particle exits the volume occupied by
the eddy, defined below, before the PEI terminates at the end of the eddy lifetime. That means the
integration of the motion of a particle in the ODT line direction based on Eq. (24) must take into
account the time until a particle exits the region occupied by the eddy if that time is less than the
eddy lifetime.

Before the latter point is addressed, the treatment of the drag law during the PEI is explained.
It will be shown that modifications of the drag law are needed in order to satisfy consistency
conditions. It is useful for this purpose to simplify the drag law by specifying that v f ,i and τp/ f
are constant in time during the PEI. For i �= 2, the constant value is chosen to be the value of ui at
the particle initial location yp0. The specification of v f ,2 is explained shortly. The auxiliary variables
xp,i for i �= 2 are initialized to nominal values xp0,i = 0.

On this basis, the analytical result of integrating the drag law over an arbitrary time interval t is

vp,i = v f ,i − (v f ,i − vp0,i )e
−t f /τp, (27)

yielding the particle trajectory

xp,i = xp0,i + v f ,it − τp

f
(v f ,i − vp0,i )(1 − e−t f /τp ). (28)

In Sec. III B, v f ,2 was set equal to zero in order to enforce consistency between particle and gas
motion in the zero-inertia limit. The PEI likewise requires modification, in this instance to enforce
consistency in the infinite-inertia (ballistic) limit. The reason is that the PEI advances particles
during a time interval tpei starting at the instant of an eddy occurrence, but the resulting modified
values of particle locations and velocities are applied at that instant rather than at a time tpei after
eddy occurrence. Upon completion of the PEI, the particle time advancement described in Sec. III B
resumes, resulting in a second implementation of the advancement during the ensuing time interval
tpei, albeit using a different algorithm.

This double counting of particle advancement has no consequence for zero-inertia particles
because such particles are motionless during the second advancement interval as a result of the
consistency enforcement described in Sec. III B. All finite-inertia particles are subject to this artifact,
but there is an exact remedy only for ballistic particles. As noted in Sec. III B, the advancement

044308-10



TURBULENCE MODULATION IN PARTICLE-LADEN …

FIG. 2. Eddy velocity v f ,2 is defined as the massless particle displacement by the triplet map divided by
the particle-eddy interaction time tpei. For the displacement one (black circle) of three possible positions (gray
circles) is chosen randomly.

after eddy occurrence correctly produces the trajectory of a ballistic particle. So the artifact can
be avoided by modifying the drag law solution, Eqs. (27) and (28), so that its specialization to the
ballistic limit produces no change in yp or vp,2 when the drag law is applied during the PEI. This
gives the differences in position and velocity

�yp = v f ,2tpei − v f ,2τp(1 − e−tpei f /τp ), �vp,2 = v f ,2(1 − e−tpei f /τp ). (29)

The corresponding post-PEI particle location and velocity are yp = yp0 + �yp and vp,2 = vp0,2 +
�vp,2, respectively, where vp0,2 appears in the latter equation because it has been zeroed out only in
the expressions for the changes.

In the ballistic limit τp → ∞, Eq. (29) yields no change in yp or vp,2, as desired. Equation (29)
is likewise consistent with the zero-inertia limit, as explained below after the quantities v f ,2 and tpei

are defined.
For finite St, the modifications that yield Eq. (29) and the resulting expressions for yp and vp,2 do

not constitute a physically consistent drag-law formulation. Nevertheless, this formulation smoothly
interpolates between limits in which the formulation is physically correct. From this viewpoint the
approximation is no more severe than idealizations inherent in the overall modeling framework.

Now it is necessary to define the eddy velocity v f ,2 and to evaluate the interaction time tpei.
Determination of v f ,2 is based on the displacement of a massless (zero-inertia) particle by a triplet
map as specified by Eq. (3). The triplet map provides three possible massless particle positions and
a unique position is sampled randomly with a uniform distribution from those three possible ones.
(The mathematical justification for this is presented in Appendix A.) The chosen displacement, see
Fig. 2, divided by tpei defines the fluid velocity v f ,2 during the PEI. Based on the zero-inertia limit
of Eq. (29), this enforces the zero-inertia consistency condition.

As a next step the interaction time scale tpei has to be determined and therefore a so-called eddy
box is introduced with the dimensions [l × l × l], corresponding to the eddy interval l in ODT
line direction and intervals [−l/2, l/2] in each of the two coordinate directions normal to the ODT
line direction. If the particle exits the eddy box through any face during the eddy lifetime, then
the duration of the PEI is deemed to be the time until the exit of the box. Otherwise it is the eddy
lifetime.

The eddy box reflects the consideration that the PEI can terminate either because the eddy
motion has ended or because the particle leaves the volume containing the eddy before the end
of the eddy motion. Although the model lives on the 1D domain, it evolves all three components
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of fluid and particle velocity and therefore can evolve the particle trajectory in three dimensions
under simplifying assumptions such as constancy of domain-normal fluid velocity components
in the domain-normal directions. The eddy box then defines the boundaries of the eddy volume,
allowing the particle exit time to be evaluated accordingly.

For directions i �= 2, the time until exit (which need not exist because the particle could come to
rest within the eddy box) is based on the direction-i trajectory given by Eq. (28). For i = 2 it is given
by the expression given below Eq. (29), where the time argument in Eq. (28) is now the generic time
variable t . The first crossing of any face of the eddy box determines the exit time.

v f ,2 is defined in terms of tpei, but now there is the possibility that tpei depends on v f ,2 because
the exit time might be determined by the particle exiting the eddy box in the y direction. This
possibility would exist if the drag law were implemented without modification. However, the initial
particle velocity in direction i = 2 has been set equal to zero to obtain Eq. (29), which assures that
the new particle position is in the range between initial particle position and the massless particle
displacement for St > 0 and monotonically approaches the initial particle position as St increases
(by construction, for consistency with the ballistic limit). Therefore particles cannot exit the eddy
box in the y direction, so only directions i �= 2 need to be checked. This is why it is possible to
evaluate tpei before evaluating v f ,2.

D. Interphase coupling terms

Eddy events displace particles and change their momentum in the domain-aligned direction. As
in the treatment of particle time advancement in Sec. III B, this implies momentum exchange and
thus energy exchange between the fluid and particles within the eddy volume, implemented in this
case as the final step of the eddy event. Si and SE ,i in Eqs. (5) and (13), respectively, enforce fluid
momentum and energy changes that are equal and opposite to those of the particle phase, where

Si =
∑
Ne

mp�(vp,i ) (30)

and

SE ,i = 1

2

∑
Ne

mp�
(
v2

p,i

)
. (31)

These are summations over the Ne particles within the eddy volume, with the summation indices
suppressed in the summands.

IV. RESULTS

As a summary, using ODT to study particle-laden, stationary forced HIT requires the following
steps to set it up:

1. Set single phase turbulence parameters (C, Z);
2. Set forcing parameters for TKE injection (P, T11, l);
3. Set particle-eddy interaction parameter (βp),

where Steps 1 and 2 tune ODT to match the single-phase DNS and only Step 3 involves tuning to
match particle-laden DNS data. Steps 1 and 3 are validated, here, through comparison with DNS,
but once found they are independent of the turbulence level and can be used globally without new
validation. In Step 2 only the length parameter l of the kernel event has to be validated, as the
kernel event geometry is not directly reproducing an equal size turbulent length scale. However, the
production rate P and time scale T11 can be directly applied as in DNS.

A. Validation of unladen case

The ODT data is validated against results from direct numerical simulations (DNS) studied by
Abdelsamie and Lee [6] with Taylor microscale Reynolds number Reλ = 2k

√
5/(3νε) of 70 for the
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TABLE I. Turbulence characteristics of DNS [6] and ODT for Reλ = 70 grouped as inputs that define the
case, quantities inferred from the inputs, and simulation outputs.

Inputs Inferred Outputs

ν
[

m2

s

]
ε
[

m2

s3

]
η [m] τη [s] k

[
m2

s2

]
Reλ λ [m] L11 [m] T11 [s]

DNS 0.014 7.920 0.024 0.042 9.030 70 0.399 1.006 0.409
ODT 0.014 7.88 0.024 0.042 8.866 68.9 0.397 0.660 0.271

unladen test case, where k denotes the stationary TKE level, ε is the rate of TKE dissipation, and
ν is the kinematic viscosity. Particle-laden cases from that study and from the Reλ = 62 DNS by
Boivin et al. [2] are compared to particle-laden ODT cases.

The turbulence characteristics of DNS and ODT are summarized in Table I including macro and
micro time and length scales. The microscales τη and η and the Taylor microscale λ are based on
combinations of the kinematic viscosity ν, the TKE k, and its dissipation rate ε as follows:

τη =
√

ν/ε, η = ε− 1
4 ν

3
4 , λ =

√
10νk/ε. (32)

The value for k in ODT is implicitly set through the choice of eddy frequency parameter C [Eq. (15)]
to match the DNS k value and thus the inferred quantities Reλ and λ. The integral length and time
scales, L11 and T11, are given as

L11 = π

2u′2

∫ κmax

0

E (κ )

κ
dκ, T11 = L11

u′ , (33)

where E (κ ) is the kinetic-energy spectrum. u′ is the average fluctuation given as u′ =
√

2
3 k . L11 and

T11 are predicted in contrast to the outputs that precede them in Table I.
The ODT domain is set up as follows. Periodic boundary conditions are used. To minimize

artifacts of periodicity in simulations of homogeneous turbulence, such as truncation of the range
of eddy sizes, the ODT domain length D is set to D = 14, which is on the order of ten times the
integral length scale. The largest occurring eddy event is limited to 90% of the domain size. This
is an input parameter of the ODT simulation and it corresponds statistically to a rare large eddy
event. It has turned out to be necessary in ODT to capture the frequency with the most energy in the
nondimensionalized kinetic-energy spectrum.

The initial velocity profile for all test cases is a fully developed turbulent profile, which was
generated by a single-phase ODT simulation until it reached stationary behavior for TKE. ODT is
solved on an adaptive mesh, but to gather the statistics of production (kernel events) and rate of
dissipation of TKE during the simulation, the current system state is duplicated, with interpolation,
on a uniform grid with 500 grid cells that is used for further data reduction. Additionally, the
simulation creates output files of the current state at uniform time intervals. These are used to
obtain the kinetic-energy spectrum. Based on a parameter study the ODT model parameters are
set to C = 6.0 and Z = 600.

B. Validation of particle-laden case

The particle phase is completely defined for a two-way coupling simulation by the three
quantities, Stokes number St, mass loading φ, and density ratio ρp

ρ f
. For one-way coupling between

particle and fluid phase the two latter quantities are not required. Using these three quantities and
fluid properties in Table I, the particle relaxation time τp, the particle diameter dp, the mass of a
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TABLE II. ODT particle characteristics grouped as inputs that define the cases and quantities inferred from
the particle and fluid (Table I) inputs. The table identifies quantities needed for one-way coupling and others
that are additionally needed or convenient for simulating two-way coupling.

One-way coupling Two-way coupling

Input Inferred Input Inferred

St ρp

ρ f
τp [s] dp/η φ mp [kg] np [m−3]

1.0 800 0.042 0.15 0.4 2.0 × 10−5 19844
5.0 800 0.210 0.34 0.4 2.2 × 10−4 1818

single particle mp, and the particle number density np can be calculated by,

τp = St τη, dp =
√

18 ν St τη

ρ f

ρp
, mp = 9π

√
2

ρp
(St τη μ)3, np = φ L ρ f

mp
. (34)

Here, ρ f is assigned the nominal value 1.0 kg/m3 for the purpose of evaluating μ and each particle is
assumed to be spherical to calculate their volume. After particles are introduced into an equilibrated
single-phase ODT state, the flow is time advanced for sufficient additional time for the two-phase
flow to reach statistical stationarity before the gathering of output statistics begins.

The case-specific values for the comparisons of ODT to DNS results of Abdelsamie and Lee
[6] are shown in Table II. Consistent with the DNS results, St is not reevaluated for case-specific
values of τη. Instead, the single-phase value is used in order to simplify the interpretation in the
following sections. All cases are monodisperse because the available DNS comparison cases are
monodisperse. However, the model straightforwardly generalizes to polydispersions. All presented
cases result in particle volume loadings, which are in the two-way coupling regime without
significant collision effects (which are therefore neglected here) [36]. As mentioned before, ODT is
solved on a nonuniform adaptive mesh with a minimum size of 0.001 of the domain length, which
gives dp(St = 1)/�min = 0.25 and dp(St = 5)/�min = 0.58. However, the simulation almost never
reached that point.

The PEI model parameter βp is set to 0.8 based on a parameter study, which can be found in
Appendix B. That study shows that the sensitivity of the kinetic-energy spectrum to the value of βp

is negligible.
Equation (25) is valid provided that the nonslip velocity Reynolds number Rep is smaller than

800. Table III displays the average Rep for both St, showing that the values for both cases are orders
of magnitude lower than the limit. The results show higher Rep for higher St, reflecting the increase
of particle slip with increasing inertia.

C. ODT vs DNS

ODT and DNS have significant differences regarding the forcing scheme that are important to
have in mind when comparing the results. To force the stationary turbulence, the DNS uses source

TABLE III. Particle Reynolds number
Rep = dp|up − uf |/ν for the Table IV cases.

Reλ = 70

St = 1 0.0316
St = 5 0.2203
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FIG. 3. Nondimensionalized kinetic-energy spectrum for different Stokes numbers. ε0 is the dissipation
rate for the unladen case.

terms in the large-scale modes of the spectral momentum equation [19] that interact directly with the
source term caused by the fluid-particle interaction [1], leading to a modified rate of TKE production
relative to an unladen case with the same source terms. Therefore ε, and hence quantities inferred
from ε, are DNS outputs rather than inputs owing to coupling between the turbulence forcing
mechanism and the fluid-particle interaction.

In contrast, the ODT forcing scheme acts independently of the viscous advancement such that
the TKE production rate resulting from forcing by kernel events is unaffected by particle loading.
However, by adjusting the production of TKE for each test case to match the DNS value of ε, ODT
is capable of capturing the DNS results as seen in Figs. 3 and 4.

Table IV shows the effect of particles on k and ε, where the latter was externally enforced in
ODT. However, because this is a driven, dissipative system, k predicted by ODT need not match
the DNS k values, where the difference reflects model error, which are explained below. The results
show that ODT qualitatively captures the decay of k with some underprediction towards St = 5. The
reason for it can be seen in Fig. 3, which displays the nondimensionalized kinetic-energy spectrum.
Due to the different forcing schemes in ODT and the DNS the particles are interacting with different
turbulence scales. The spectrum for St = 5 in ODT shows roughly uniform multiplicative reduction

FIG. 4. Effect of particles on kinetic-energy spectrum.
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TABLE IV. St dependence of k and ε. (∗ε is assigned in ODT.)

DNS ODT

k
[

m2

s2

]
ε
[

m2

s3

]
k
[

m2

s2

]
ε
[

m2

s3

]
St = 1.0, φ = 0.4 5.833 4.514 5.556 4.476∗

St = 5.0, φ = 0.4 5.626 2.922 4.588 2.910∗

of spectral amplitude over all wavelengths and, unlike the DNS, does not cross the single-phase
spectrum above the Kolmogorov wave number. The spectrum for St = 1 follows a similar trend, but
with less amplitude reduction than for St = 5. However, the different adjusted dissipation rates can
contribute to the difference between the St = 1 and St = 5 spectra. Figure 4 shows this behavior
by displaying the ratio of TKE with and without particles. The most significant difference is in the
high-wave-number region, in which the DNS spectrum is strongly enhanced but the ODT spectrum
is not. Nevertheless it is seen that ODT captures the overall tendency of the DNS results. Because
ODT and DNS are both subject to algorithmically induced small-scale dissipation, as explained in
Sec. III B, it is not entirely clear how the high-wave-number spectral behavior should be interpreted.

For validating the mass loading sensitivity, ODT results are compared with an earlier study of
Boivin et al. [2] spanning a φ range of 0.0–1.0 for St = 1 and 5. Here, density ratio ρp

ρ f
is 900. Fig-

ure 5 shows the results of ODT versus DNS and the ability of ODT to qualitatively capture the tur-
bulence modulation effects for different St and φ. Mallouppas et al. [7] found in their study with the
parameters Reλ = 58, St = 9.2, and φ = 0.11 a value for k/kφ=0 = 1.06 and so an increase of TKE.

To the authors’ knowledge the ratio of particle and fluid phase mass averaged kinetic energies has
not been reported in this or other DNS studies. Figure 6 provides it for the same parameter range.
For St = 5, kp/k values are relatively constant with variations between 0.25 and 0.3, whereas for
St = 1, kp/k has a larger spread with variations between 0.35 and 0.5 for corresponding φ values
from 0.2 to 1. To remove the complicating influence of case-specific adjustment of the dissipation
rate, the same test cases were rerun using the dissipation rate for the single-phase case, as described
in Sec. IV D.

D. ODT with constant dissipation

In the following the results of particle-laden ODT simulations with the same dissipation rate as
the single phase, given in Table I, are presented. Additionally, two cases with a higher mass loading

FIG. 5. Turbulent kinetic energy dependences on St and mass loading for Reλ = 62 (DNS by Boivin
et al. [2]).
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FIG. 6. ODT predictions of the ratio of particle and fluid phase mass averaged kinetic energies for
Reλ = 62.

for each Stokes number are evaluated. Figures 7(a) and 7(b) show the nondimensionalized kinetic-
energy spectra with different mass loadings for St = 1 and St = 5, respectively. The dependence
on Stokes number is not as significant as it was with the adjusted dissipation. The differences are
highlighted by Figs. 8(a) and 8(b), which present again the quotients of particle-laden and single-
phase test cases.

For φ = 0.4, the effects of St = 1 and St = 5 particles on the kinetic-energy spectrum are quite
similar. Both decrease the TKE over the whole spectrum and meet the single-phase spectrum at
the largest wave number, kη > 1. The S-shape form suggests strongest attenuation in the wave
number range 0.2 < kη < 0.8, with stronger attenuation for St = 1. Higher mass loadings are seen
to accentuate these behaviors for both St values. On each plot, the curves for all mass loadings cross
near kη = 0.8.

The significant difference between St = 1 and St = 5 is that for the latter case, the quotient
curves appear to level off close to the single-phase spectrum value at kη > 1, but for St = 1 the
curves exceed that value at the highest wave numbers. These tendencies are consistent with the fact
that the interphase coupling influence is weakest at the critical point 1/η for St near unity [3], and
they also reflect the increase of particle influence on the fluid phase as mass loading increases.

Holding the dissipation fixed is thus seen to remove some of the apparent case sensitivity seen
when the dissipation varies. As noted, loading dependence of the DNS dissipation is a consequence
of coupling of the forcing and the particle-flow interaction, so it is appropriate to base comparisons
on constant dissipation. A related consideration is that, even with constant dissipation, St varies with
loading because TKE decreases with increasing φ, as shown below in Fig. 9, implying an increase
of τη. In principle this could be compensated by evaluating τη on a case-specific basis so as to obtain
case-specific St values. It would be interesting to ascertain how much of the apparent φ dependence
would thus be absorbed in case parametrization based on a more relevant evaluation of St. This
level of analysis would rely for validation on reanalysis of DNS as well as ODT outputs. For this
and other reasons, it is beyond the present scope and therefore is deferred for future investigation.
For now, this consideration is recognized as a caveat to the further interpretations that are proposed
below.

Notwithstanding the noted complications, it is instructive to examine the probability density
function (PDF) of the time scale τe of implemented eddy events, shown in Fig. 10. τe depends on
the eddy length and its available kinetic energy [see Eq. (15)]. The overall effect of increasing St or
particle loading is to shift the PDF to the right, that is, towards eddies with larger time scales. This
is reflected by the reduced area under the PDF curve at small τe/τη, which by PDF normalization
raises the curve elsewhere, albeit by a small apparent amount in the log-log coordinates.
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FIG. 7. Nondimensionalized kinetic-energy spectra for Reλ = 70 with constant dissipation. (a) St = 1,
(b) St = 5.

The eddy time scale increases with decreasing available energy. Increase of particle energy during
the PEI results in such a decrease of the eddy available energy. This indicates that particles are net
sinks of the available energy of the frequent small eddies. Owing to statistical stationarity, there
must be an equal and opposite flow of kinetic energy back to the fluid. As noted in Sec. III B,
particle time advancement between eddy occurrences has this tendency. Moreover, the point-particle
two-way-coupling algorithm in the viscous advancement [Eq. (2)] in ODT transfers the energy to
the smallest available fluid scale, namely the mesh cell containing the particle.

Overall, this picture is consistent with the shapes of the DNS and ODT curves in Fig. 4. Namely,
the dips reflect the depletion of fluid TKE implied by Fig. 10 and the upswings at the highest wave
numbers reflect the redeposition of that energy into the fluid at the smallest scales. Because the
latter is algorithmically controlled in both DNS and ODT, the difference between their outputs at
the highest wave numbers cannot be interpreted unambiguously in the absence of a comparative
study of the associated numerical artifacts of the two simulation methods.

It is additionally feasible to interpret details of the parameter dependences seen in Fig. 10.
Particles with St below unity should have the most influence on the PDF for fixed mass loading
due to the increasing momentum and energy exchange during the PEI (Sec. III D). Additionally,
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FIG. 8. Particle effect on kinetic-energy spectra for Reλ = 70 with constant dissipation. (a) St = 1,
(b) St = 5.
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FIG. 9. Dependence of the fluid-phase TKE, normalized by the TKE for the single-phase case, on mass
loading for ODT with constant dissipation rate.
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FIG. 10. Probability density function of the nondimensionalized eddy time scale τe/τη, where τη for the
unladen case is used, for (a) different Stokes numbers for φ = 1.0 (versus φ = 0.0) and (b) different mass
loadings φ for St = 5.

there is no particle-fluid interaction expected for St = ∞. Figure 10(a) is consistent with maximum
particle influence for St near unity. Variation of mass loading might scale the frequency and strength
of particle-turbulence interactions that act as both sources and sinks of TKE without affecting
the net distribution of τe values, consistent with Fig. 10(b). However, there are several associated
considerations such as possible effects of mass loading on the effective values of Reλ and St, so
further investigation would be needed in order to arrive at a definitive interpretation of Fig. 10(b).

The trend seen in Fig. 9 up to φ = 1.0 resembles the trend in Fig. 5, but for constant dissipation
there is a more gradual decline of k with increasing φ. Figure 9 shows additional results for φ = 2.0
that indicate a reversal of the St dependence. This could reflect a variety of possible influences,
ranging from the case parametrization issue that has been mentioned to increasing importance
of particle clustering at high mass loading. (Triplet mapping of inertial particles is known to
induce clustering that is consistent with physical and mathematical requirements [37,38]) In view
of the limited evidence and the potentially complicated phenomenology at high mass loading, no
interpretation of the φ = 2.0 results is attempted, but they serve as additional predictions that are
subject to possible future validation by DNS or other means.

Figure 11 shows kp/k, similarly to Fig. 6. Here, Fig. 11 illustrates that apparent complexity
can partly reflect the choice of case parametrization. For constant dissipation, there is an overall
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FIG. 11. Dependence of the ratio of particle TKE to fluid-phase TKE on mass loading for ODT with
constant dissipation rate.

downward trend with increasing φ, in contrast to the complicated dependence seen in Fig. 6. This
follows the trend of the fluid phase TKE, which is the source of the particle phase TKE, so the latter
varies in tandem with the former.

V. DISCUSSION

The ODT strategy for economical turbulence simulation using a representation of flow evolution
on a 1D domain was previously extended to particle-laden flow and then to two-way fluid-particle
coupling. Here, a version of the latter combined with a novel approach to large-scale forcing has
enabled an ODT study of turbulence modulation by particles in stationary HIT, highlighted by
validation against several sets of DNS results for this flow.

The fluid-particle coupling in ODT requires significant modifications of the drag law treatment
relative to the drag law implementation in DNS. The guiding principles that preserve the key physics
of this coupling are that particle motion in the zero-inertia limit must exactly conform to the local
fluid motion and that infinite-inertia particles must travel ballistically, i.e., at constant velocity. The
formulation smoothly interpolates between these limiting behaviors, yielding qualitatively correct
phenomenology and a useful degree of quantitative accuracy.

In particular, ODT reproduces the spectral profile of turbulence modulation that is induced by
the two-way coupling in DNS. An important feature of this modulation is the shift of spectral
intensity from scales somewhat larger than the Kolmogorov microscale to scales in the vicinity
of the Kolmogorov microscale. Owing to the transparent phenomenology implied by the model
formulation, this behavior has been readily diagnosed. The dissipative nature of point-particle time
advancement in DNS as well as ODT contributes to the high-wave-number upturn. This raises
the question of the extent to which this behavior is physical rather than a numerical artifact of
both methods. For ODT, there is a nondissipative alternative that has not been described here. Its
formulation might raise other concerns about physical fidelity, but it might at least be informative in
terms of sensitivities and therefore will be addressed in future work. It is also noted that an extension
based on Horwitz and Mani [20] is planned to improve the computation of the undisturbed fluid
velocity in the drag law [Eq. (24)].

These points illustrate that model features enable physics investigation presently beyond the
scope of DNS or any other existing methodology. The ODT turbulence forcing mechanism is
nondissipative for particle-laden as well as single-phase flow, so parameter studies are possible
with the dissipation rate held fixed while varying any combination of Stokes number, particle
mass loading, and fluid-particle density ratio. It has been shown that this can yield more consistent
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trends than DNS for which the dissipation rate is affected by details of the fluid-particle coupling.
Additionally, the run time of the simulation is much lower and needs for example for the test case
Reλ = 70, St = 5, and φ = 2.0 only 9 h on a single CPU (3.1GHz). The low computational cost of
ODT creates opportunities for extensive future parameter studies that can potentially explore, e.g.,
alternatives to defining Stokes number based on the unladen flow, such as inferring the case-specific
turbulence microscale from the flow statistics in order to obtain a physically more meaningful
Stokes number. Irrespective of the accuracy of point predictions, this might identify an approach
to rationalizing the parameter dependences of the two-way coupling regime of particle-laden
turbulence.

The ratio of particle-phase and fluid-phase TKE is a fundamental property of particle-laden
turbulence whose evaluation based on DNS of stationary HIT does not appear to have been reported
in the literature. ODT results for this ratio are reported for various combinations of St and φ, and can
readily be generated over a wider parameter space encompassing density ratio and Reλ, including
values of the latter that are unattainable using DNS. Validation of these predictions by DNS or other
means would be of interest.

Although stationary HIT is a useful test case in terms of relative simplicity of interpretation and
availability of validation data, it is not the most relevant case for generating information useful for
SGS closure of LES. SGS turbulence in LES is governed mainly by the mesh-resolved shear, hence
the velocity differences across the coarse-grained control volumes. The natural paradigm for this
configuration is homogeneous sheared turbulence (HST). The periodicity of an HST simulation then
corresponds to the control-volume size. Accordingly, particle-laden periodic HST will be another
focus of two-way-coupled particle-laden ODT research in the future.
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APPENDIX A: MATHEMATICAL BASIS OF THE RANDOM CHOICE AMONG
MASSLESS-PARTICLE DISPLACEMENTS BY THE TRIPLET MAP

As illustrated in Fig. 2, triplet mapping of a massless particle identifies three possible particle
displacements. A unique displacement is obtained by randomly choosing one of the displacements,
all of which are equally probable. This procedure was previously presented as a model assumption
with no statement of an underlying physical or mathematical basis [37]. Here, the mathematical
basis of this procedure is explained.

Application of the triplet map to a function of y corresponds operationally to a three-step
transformation. First, the portion of the function that is within the mapped interval is compressed by
a factor of three. Second, the original function h(y) is replaced within the interval by three copies
of the compressed function so as to fill the interval without gaps or overlaps. Third, the middle
copy is flipped (reflected with respect to its midpoint). The resulting mapped function h′(y) obeys
the model analog of the solenoidal condition, namely

∫
y : a<h(y)<b dy = ∫

y : a<h′(y)<b dy for any a and
b > a. Choosing h(y) to be any two-valued (0 or 1) indicator function clarifies that this relation is
equivalent to the requirement that the measure of any subregion of the y domain before a map is
the same as the measure of the subregion onto which it is mapped. This is the 1D analog of volume
preservation in 3D solenoidal flow, as illustrated from another perspective in Fig. 12. However, this
conservation property becomes ill defined for a generalized function such as h(y) = ∑

i δ(y − yi ),
i.e., a sum of δ functions that might in the present context represent a set of particle locations yi.
The underlying issue is that the effect of the map on the dependent variable h is uniquely defined
but its effect on the independent variable y is nonunique in that it specifies three distinct results y′
of the map y → y′.
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FIG. 12. Application of a k = 3 triplet map, represented as a permutation matrix, to a 16-element column
vector with vertically increasing segment indices. This map representation transparently obeys the discrete 1D
analog of the solenoidal condition. For clarity, unity matrix elements are boldface and segments are shifted
horizontally in proportion to their index values. The shifts are intended to suggest the shape of the mapped
profile h′(y) for linear h(y).

An alternative map representation that is commonly used in numerical implementations [39]
resolves this ambiguity. A discrete triplet map is defined by partitioning the mapped interval into
3k equal-sized segments, where k > 1. The discrete map applied to these segments, sequentially
labeled 1, 2,. . ., 3k is a permutation that yields the segment sequence 1, 4, 7,. . ., 3k − 8, 3k − 5,
3k − 2, 3k − 1, 3k − 4, 3k − 7, . . ., 8, 5, 2, 3, 6, 9,. . ., 3k − 6, 3k − 3, 3k. For example, an interval
consisting of six segments sequentially labeled 1, 2, 3, 4, 5, 6 is rearranged to obtain 1, 4, 5, 2, 3, 6.
The k = 3 discretization is shown in Fig. 12.

Indexing these maps by k, the resulting transformation h(y) → hk (y) of the discretized dependent
variable h converges with increasing k to the continuum map h(y) → h′(y) for suitably regular
functions h(y). On this basis, the continuum triplet map is redefined as the large-k limit of the
sequence of discrete maps. Consider the subset of discrete maps specified by k = 2 × 3 j−1 for
j � 1. The maps, now indexed by j, can be viewed as a sequence of successive spatial refinements,
where a refinement partitions each segment into three identical smaller ones. Denote the y range
of the mapped interval as [0,2], which has the convenient property that 3 jy ranges from 0 to 3k.
Let I j (y) denote the integer part of 3 jy. Then for y in segment n, I j (y) = n − 1. Label the three
compressed copies produced by a map by the indices 0, 1, and 2 going from left to right. Then by
inspection of the permutation rule, for every j and every positive n � 3k, segment n is mapped to
copy (n − 1) mod 3, and thus to I j (y) mod 3. Next, y and multiples of y are expressed in base 3, so
I j (y) is the integer part of 10 jy. The factor 10 j promotes j numerals of the fractional part of y to the
integer part. Then evaluation of the integer part modulo 3 yields the jth numeral in the fractional
part of y.

Combining results, that numeral selects the mapped copy to which y is displaced, so the ternary
representation of the real number y specifies the sequence of copy choices for any map refinement
j. It is now asserted that y is almost surely simply normal in base 3, meaning that in the limit
J → ∞, the first J numerals in the ternary representation of y have the value 0, 1, or 2 with equal
frequency of each. This holds because every simply normal number in any base is a normal number,
and according to the normal number theorem [40], almost all real numbers are normal. Then for
sufficiently large j, the likelihoods of the three copy choices are equal to within an arbitrarily small
tolerance, suggesting that in the continuum limit j → ∞ the mathematically correct procedure is to
randomly sample the copy to which location y is displaced.
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FIG. 13. Dependence of the mean-square displacement σ 2 of particles on βp compared to DNS data for the
case settings shown in Table IV. τ	 is the Taylor time scale. (a) St = 1, (b) St = 5.

The discrete maps indexed by j are a subset of those indexed by k. The remaining values of k
are treated as follows. Identify the smallest k that does not obey k = 2 × 3 j−1 for some positive
integer j. This value k∗ is the first member of a subset k = k∗ × 3h−1 for h � 1 to which the same
reasoning is applied, with the y range of the mapped interval specified for this purpose as [0, k∗].
Then the smallest value k∗∗ not included in either subset similarly becomes the first member of
another such subset. By induction, every k value is eventually included in at least one subset. Thus
it is concluded that to within any specified tolerance, however small, there is a k value above which it
is assured that the likelihoods of the three copy choices are equal, thereby confirming the correctness
of the random sampling procedure used in the continuum formulation. This required augmentation
of the continuum map specification confirms that δ-function singularities of h(y) are not sufficiently
regular for the convergence property of the sequence of discrete maps to be satisfied.

APPENDIX B: PARAMETER STUDY FOR PEI PARAMETER βp

The PEI model parameter βp is adjusted to obtain agreement with DNS results for particle
dispersion. In Fig. 13, mean-square particle displacement σ 2 is compared for a range of βp values
to the DNS results of Abdelsamie and Lee [41]. The reported DNS data was limited to a short
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FIG. 14. Influence of particles on kinetic-energy spectrum for different βp. (a) St = 1, (b) St = 5.

time interval during which the ODT results look linear rather than quadratic as indicated by the
DNS. However, over a longer time interval ODT shows a quadratic behavior, too. It can be seen
that βp = 0.8 agrees best with the DNS results and therefore is used in the present study. This value
differs from the value used by Schmidt et al. [26] in their study because the present PEI treatment
differs in some respects from their formulation.

Figure 14 shows that the kinetic-energy spectrum quotient for the Table IV case settings has
negligible sensitivity to βp. This implies that the tuning of βp is not an important contribution to the
degree of agreement between ODT and DNS results that has been obtained.

[1] K. D. Squires and J. K. Eaton, Particle response and turbulence modification in isotropic turbulence, Phys.
Fluids A 2, 1191 (1990).

[2] M. Boivin, O. Simonin, and K. D. Squires, Direct numerical simulation of turbulence modulation by
particles in isotropic turbulence, J. Fluid Mech. 375, 235 (1998).

[3] A. Ferrante and S. Elghobashi, On the physical mechanisms of two-way coupling in particle-laden
isotropic turbulence, Phys. Fluids 15, 315 (2003).

[4] P. Gualtieri, F. Picano, G. Sardina, and C. M. Casciola, Clustering and turbulence modulation in particle-
laden shear flows, J. Fluid Mech. 715, 134 (2013).

044308-25

https://doi.org/10.1063/1.857620
https://doi.org/10.1063/1.857620
https://doi.org/10.1063/1.857620
https://doi.org/10.1063/1.857620
https://doi.org/10.1017/S0022112098002821
https://doi.org/10.1017/S0022112098002821
https://doi.org/10.1017/S0022112098002821
https://doi.org/10.1017/S0022112098002821
https://doi.org/10.1063/1.1532731
https://doi.org/10.1063/1.1532731
https://doi.org/10.1063/1.1532731
https://doi.org/10.1063/1.1532731
https://doi.org/10.1017/jfm.2012.503
https://doi.org/10.1017/jfm.2012.503
https://doi.org/10.1017/jfm.2012.503
https://doi.org/10.1017/jfm.2012.503


FISTLER, KERSTEIN, LIGNELL, AND OEVERMANN

[5] S. Lain and M. Sommerfeld, Turbulence modulation in dispersed two-phase flow laden with solids from
a Lagrangian perspective, Intl. J. Heat Fluid Flow 24, 616 (2003).

[6] A. H. Abdelsamie and C. Lee, Decaying versus stationary turbulence in particle-laden isotropic turbu-
lence: Turbulence modulation mechanism, Phys. Fluids 24, 015106 (2012).

[7] G. Mallouppas, W. K. George, and B. G. M. van Wachem, New forcing scheme to sustain particle-laden
homogeneous and isotropic turbulence, Phys. Fluids 25, 083304 (2013).

[8] M. Tanaka and D. Teramoto, Modulation of homogeneous shear turbulence laden with finite-size particles,
J. Turb. 16, 979 (2015).

[9] M. Uhlmann, An immersed boundary method with direct forcing for the simulation of particulate flows,
J. Comp. Phys. 209, 448 (2005).

[10] J. K. Eaton, Two-way coupled turbulence simulations of gas-particle flows using point-particle tracking,
Intl. J. Multiphase Flow 35, 792 (2009).

[11] J. G. M. Kuerten, Point-particle DNS and LES of particle-laden turbulent flow - a state-of-the-art review,
Flow Turb. Comb. 97, 689 (2016).

[12] M. Boivin, O. Simonin, and K. D. Squires, On the prediction of gas-solid flows with two-way coupling
using large eddy simulation, Phys. Fluids 12, 2080 (2000).

[13] Y. Xu and S. Subramaniam, A multiscale model for dilute turbulent gas-particle flows based on the
equilibration of energy concept, Phys. Fluids 18, 033301 (2006).

[14] O. Simonin, Statistical and Continuum Modeling of Turbulent Reactive Particulate Flows, Lecture Series
(von Kármán Institute of Fluid Dynamics, Belgium, 1996).

[15] G. Ahmadi and D. Ma, A thermodynamical formulation for dispersed multiphase turbulent flows. ii.
simple shear flows for dense mixtures, Intl. J. Multiphase Flow 16, 323 (1990).

[16] S. Sundaram and L. R. Collins, A numerical study of the modulation of isotropic turbulence by suspended
particles, J. Fluid Mech. 379, 105 (1999).

[17] A. M. Ahmed and S. Elghobashi, On the mechanisms of modifying the structure of turbulent homoge-
neous shear flows by dispersed particles, Phys. Fluids 12, 2906 (2000).

[18] F. Doisneau, M. Arienti, and J. Oefelein, On Multi-Fluid models for spray-resolved LES of reacting jets,
Proc. Comb. Instit. 36, 2441 (2017).

[19] V. Eswaran and S. B. Pope, An examination of forcing in direct numerical simulations of turbulence,
Comp. Fluids 16, 257 (1988).

[20] J. A. K. Horwitz and A. Mani, Accurate calculation of stokes drag for point-particle tracking in two-way
coupled flows, J. Comp. Physics 318, 85 (2016).

[21] S. Sundaram and L. R. Collins, Numerical considerations in simulating a turbulent suspension of finite-
volume particles, J. Comp. Physics 124, 337 (1996).

[22] A. R. Kerstein, One-dimensional turbulence: Model formulation and application to homogeneous turbu-
lence, shear flows, and buoyant stratified flows, J. Fluid Mech. 392, 277 (1999).

[23] A. R. Kerstein, W. T. Ashurst, S. Wunsch, and V. Nilsen, One-dimensional turbulence: Vector formulation
and application to free shear flows, J. Fluid Mech. 447, 85 (2001).

[24] A. Movaghar, M. Linne, M. Oevermann, F. Meiselbach, H. Schmidt, and A. R. Kerstein, Numerical
investigation of turbulent-jet primary breakup using one-dimensional turbulence, Intl. J. Multiphase Flow
89, 241 (2017).

[25] A. Movaghar, M. Linne, M. Herrmann, A. Kerstein, and M. Oevermann, Modeling and numerical study
of primary breakup under diesel conditions, Intl. J. Multiphase Flow 98, 110 (2017).

[26] J. R. Schmidt, J. O. L. Wendt, and A. R. Kerstein, Non-equilibrium wall deposition of inertial particles in
turbulent flow, J. Stat. Phys. 37, 233 (2009).

[27] G. Sun, D. O. Lignell, J. C. Hewson, and R. G. Craig, Particle dispersion in homogeneous turbulence
using the one-dimensional turbulence model, Phys. Fluids 26, 103301 (2014).

[28] G. Sun, J. C. Hewson, and D. O. Lignell, Evaluation of stochastic particle dispersion modeling in turbulent
round jets, Intl. J. Multiphase Flow 89, 108 (2017).

[29] M. Fistler, A. Kerstein, and M. Oevermann, A new LES subgrid-scale approach for turbulence modulation
by droplets, ICLASS 14th Triennial International Conference on Liquid Atomization and Spray Systems,
Chicago, USA, 2018 (ICLASS, 2018).

044308-26

https://doi.org/10.1016/S0142-727X(03)00055-9
https://doi.org/10.1016/S0142-727X(03)00055-9
https://doi.org/10.1016/S0142-727X(03)00055-9
https://doi.org/10.1016/S0142-727X(03)00055-9
https://doi.org/10.1063/1.3678332
https://doi.org/10.1063/1.3678332
https://doi.org/10.1063/1.3678332
https://doi.org/10.1063/1.3678332
https://doi.org/10.1063/1.4818553
https://doi.org/10.1063/1.4818553
https://doi.org/10.1063/1.4818553
https://doi.org/10.1063/1.4818553
https://doi.org/10.1080/14685248.2015.1050105
https://doi.org/10.1080/14685248.2015.1050105
https://doi.org/10.1080/14685248.2015.1050105
https://doi.org/10.1080/14685248.2015.1050105
https://doi.org/10.1016/j.jcp.2005.03.017
https://doi.org/10.1016/j.jcp.2005.03.017
https://doi.org/10.1016/j.jcp.2005.03.017
https://doi.org/10.1016/j.jcp.2005.03.017
https://doi.org/10.1016/j.ijmultiphaseflow.2009.02.009
https://doi.org/10.1016/j.ijmultiphaseflow.2009.02.009
https://doi.org/10.1016/j.ijmultiphaseflow.2009.02.009
https://doi.org/10.1016/j.ijmultiphaseflow.2009.02.009
https://doi.org/10.1007/s10494-016-9765-y
https://doi.org/10.1007/s10494-016-9765-y
https://doi.org/10.1007/s10494-016-9765-y
https://doi.org/10.1007/s10494-016-9765-y
https://doi.org/10.1063/1.870453
https://doi.org/10.1063/1.870453
https://doi.org/10.1063/1.870453
https://doi.org/10.1063/1.870453
https://doi.org/10.1063/1.2180289
https://doi.org/10.1063/1.2180289
https://doi.org/10.1063/1.2180289
https://doi.org/10.1063/1.2180289
https://doi.org/10.1016/0301-9322(90)90062-N
https://doi.org/10.1016/0301-9322(90)90062-N
https://doi.org/10.1016/0301-9322(90)90062-N
https://doi.org/10.1016/0301-9322(90)90062-N
https://doi.org/10.1017/S0022112098003073
https://doi.org/10.1017/S0022112098003073
https://doi.org/10.1017/S0022112098003073
https://doi.org/10.1017/S0022112098003073
https://doi.org/10.1063/1.1308509
https://doi.org/10.1063/1.1308509
https://doi.org/10.1063/1.1308509
https://doi.org/10.1063/1.1308509
https://doi.org/10.1016/j.proci.2016.07.120
https://doi.org/10.1016/j.proci.2016.07.120
https://doi.org/10.1016/j.proci.2016.07.120
https://doi.org/10.1016/j.proci.2016.07.120
https://doi.org/10.1016/0045-7930(88)90013-8
https://doi.org/10.1016/0045-7930(88)90013-8
https://doi.org/10.1016/0045-7930(88)90013-8
https://doi.org/10.1016/0045-7930(88)90013-8
https://doi.org/10.1016/j.jcp.2016.04.034
https://doi.org/10.1016/j.jcp.2016.04.034
https://doi.org/10.1016/j.jcp.2016.04.034
https://doi.org/10.1016/j.jcp.2016.04.034
https://doi.org/10.1006/jcph.1996.0064
https://doi.org/10.1006/jcph.1996.0064
https://doi.org/10.1006/jcph.1996.0064
https://doi.org/10.1006/jcph.1996.0064
https://doi.org/10.1017/S0022112099005376
https://doi.org/10.1017/S0022112099005376
https://doi.org/10.1017/S0022112099005376
https://doi.org/10.1017/S0022112099005376
https://doi.org/10.1017/S0022112001005778
https://doi.org/10.1017/S0022112001005778
https://doi.org/10.1017/S0022112001005778
https://doi.org/10.1017/S0022112001005778
https://doi.org/10.1016/j.ijmultiphaseflow.2016.09.023
https://doi.org/10.1016/j.ijmultiphaseflow.2016.09.023
https://doi.org/10.1016/j.ijmultiphaseflow.2016.09.023
https://doi.org/10.1016/j.ijmultiphaseflow.2016.09.023
https://doi.org/10.1016/j.ijmultiphaseflow.2017.09.002
https://doi.org/10.1016/j.ijmultiphaseflow.2017.09.002
https://doi.org/10.1016/j.ijmultiphaseflow.2017.09.002
https://doi.org/10.1016/j.ijmultiphaseflow.2017.09.002
https://doi.org/10.1007/s10955-009-9844-8
https://doi.org/10.1007/s10955-009-9844-8
https://doi.org/10.1007/s10955-009-9844-8
https://doi.org/10.1007/s10955-009-9844-8
https://doi.org/10.1063/1.4896555
https://doi.org/10.1063/1.4896555
https://doi.org/10.1063/1.4896555
https://doi.org/10.1063/1.4896555
https://doi.org/10.1016/j.ijmultiphaseflow.2016.10.005
https://doi.org/10.1016/j.ijmultiphaseflow.2016.10.005
https://doi.org/10.1016/j.ijmultiphaseflow.2016.10.005
https://doi.org/10.1016/j.ijmultiphaseflow.2016.10.005


TURBULENCE MODULATION IN PARTICLE-LADEN …

[30] D. O. Lignell, V. B. Lansinger, J. Medina, M. Klein, A. Kerstein, H. Schmidt, M. Fistler, and M.
Oevermann, One-dimensional turbulence modeling for cylindrical and spherical flows: Model formulation
and application, Theor. Comp. Fluid Dyn. 32, 495 (2018).

[31] P. Bradshaw and W. A. Woods, An Introduction to Turbulence and its Measurement (Pergamon Press,
Oxford, 1971).

[32] W. T. Ashurst and A. R. Kerstein, One-dimensional turbulence: Variable density formulation and
application to mixing layers, Phys. Fluids 17, 025107 (2005).

[33] R. Clift, J. R. Grace, and M. E. Weber, Bubbles, Drops and Particle (Academic Press, New York, 1978).
[34] S. Elghobashi and G. C. Truesdell, Direct simulation of particle dispersion in a decaying isotropic

turbulence, J. Fluid Mech. 242, 655 (1992).
[35] L. Schiller and A. Naumann, Über die grundlegenden Berechnungen bei der Schwerkraftaufbereitung,

Zeitschrift des Verein Deutscher Ingenieure 77, 318 (1933).
[36] S. Elghobashi, On predicting particle-laden turbulent flows, Appl. Sci. Res. 52, 309 (1994).
[37] A. R. Kerstein and S. K. Krueger, Clustering of randomly advected low-inertia particles: A solvable

model, Phys. Rev. E 73, 025302(R) (2006).
[38] S. K. Krueger and A. R. Kerstein, An economical model for simulating turbulence enhancement of droplet

collisions and coalescence, J. Adv. Model. Earth Sys. 10, 1858 (2018).
[39] A. R. Kerstein, Linear-eddy modeling of turbulent transport. Part 6. Microstructure of diffusive scalar

mixing fields, J. Fluid Mech. 231, 361 (1991).
[40] E. Borel, Les probabilités dénombrables et leurs applications arithmétiques, Rendiconti del Circolo

Matematico di Palermo 27, 247 (1909).
[41] A. H. Abdelsamie and C. Lee, Decaying versus stationary turbulence in particle-laden isotropic turbu-

lence: Heavy particle statistics modifications, Phys. Fluids 25, 033303 (2013).

044308-27

https://doi.org/10.1007/s00162-018-0465-1
https://doi.org/10.1007/s00162-018-0465-1
https://doi.org/10.1007/s00162-018-0465-1
https://doi.org/10.1007/s00162-018-0465-1
https://doi.org/10.1063/1.1847413
https://doi.org/10.1063/1.1847413
https://doi.org/10.1063/1.1847413
https://doi.org/10.1063/1.1847413
https://doi.org/10.1017/S0022112092002532
https://doi.org/10.1017/S0022112092002532
https://doi.org/10.1017/S0022112092002532
https://doi.org/10.1017/S0022112092002532
https://doi.org/10.1007/BF00936835
https://doi.org/10.1007/BF00936835
https://doi.org/10.1007/BF00936835
https://doi.org/10.1007/BF00936835
https://doi.org/10.1103/PhysRevE.73.025302
https://doi.org/10.1103/PhysRevE.73.025302
https://doi.org/10.1103/PhysRevE.73.025302
https://doi.org/10.1103/PhysRevE.73.025302
https://doi.org/10.1029/2017MS001240
https://doi.org/10.1029/2017MS001240
https://doi.org/10.1029/2017MS001240
https://doi.org/10.1029/2017MS001240
https://doi.org/10.1017/S0022112091003439
https://doi.org/10.1017/S0022112091003439
https://doi.org/10.1017/S0022112091003439
https://doi.org/10.1017/S0022112091003439
https://doi.org/10.1007/BF03019651
https://doi.org/10.1007/BF03019651
https://doi.org/10.1007/BF03019651
https://doi.org/10.1007/BF03019651
https://doi.org/10.1063/1.4795333
https://doi.org/10.1063/1.4795333
https://doi.org/10.1063/1.4795333
https://doi.org/10.1063/1.4795333

